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Lecture 1, Review of Principle Concepts in
Biostatistics (1)

v What is statistics- Biostatistics, their

sections and fields?

Data and Variables with their types.
Collection Data Methods.
Measurement Levels

Population and Sample with their types.

OSSR RS

Some statistical data analysis software.




Statistics and Biostatistics

% Statistics: is the science that interest
with collection, summarization,
presentation, analysis, and illustration
the data for obtain acceptable scientific
results, to make a suitable decisions.

% Biostatistics: Biostatistics is a branch of
statistics that applies statistical methods
to biological, health, and medical
researches.




Basics of Statistics

Statistics: is the science concerned with:

v

——> Presentation =3 Analysis

o~ y

In order to obtain acceptable scientific results,
to make appropriate decisions.




Knowledge, Data, Information, Analyze, Decisions

Knowledge/Decisions




importance of statistics

The importance of statistics is can be summarized in
the following points:

v' Statistics is the main tool in scientific research.

v It is considered one of the important tools for
drawing strategic policies for development.

v It is used in various areas of life on the personal

and institutional level in managing life affairs.




Fields of statistics

Fields of Statistics

Natural Medical Edu.&psy Eco&adm
sciences sciences sciences sciences




Main sections of Statistics

Main sections of Statistics

A
| |
Descriptive statistics Inference statistics
) {1}
It is the branch that is It is the branch that is
concerned with: concerned with:
e collecting, summarizing and e generalizingthe results
presenting data. To, obtained from the sample
~1 | ® Extract some results and o study on the population,
statistical indicators for the e predictionand estimating
cases studied. population parameters.
e Testing the validity of
scientific hypotheses.




Variables and Data

Variable:

iS @ characteristic or attribute that can have
different values or attributes, such as age,
gender, level education, Marital status, Blood
groups.

« The variables whose values are determined by
chance they are called random variables.

Data:
is the values that a variable can take it.
« A collection of data values forms a data set.




Variables and Data

[For example: A data set 1n table

Variables
/ V2 BN
id gender age Nationality
Data 1 male 20 Saudi
Set 2 male 25 Yemeni Dita
3 female 30 Egypt
4 male 23 Jordanian
5 female 30 ILebanese ta
vdlue




Some principle concepts

- A population: consists of all subjects (human or
elements or otherwise) that are studied.

« A sample: is a subset of the population or (is a
group selected from a population).




Some basic concepts

Types of Variables

)

(

Quantitative
(Numerical)

A
{ \

Discrete
Variables

Continuous
Variables

\

Quantitative
(No numerical)

A
I \

ordered
Variables

unordered
Variables




Some basic concepts

‘ Types of Variables

A
( )

Qualitative Quantitative
Variables variables

| |are numerical and can be

ordered or ranked.

are variables that can be placec
into distinct categories ,

ding to s i
according to some For example: Age .Height ,

characteristic or attribute. Weight ,temperature .....etc

For example: Gender ,Marital
status .Color...... etc

|‘




Some basic concepts

Quantitative variables
classified into two groups
[ \

Discrete Continuous

Variables Variables
assume values that can be assume an infinite
counted . number of values between

any two specific values.
For example:

= Number ot children in a family . For example:
=Number of student in classroom. = Temperature ,
= Number of DVDs rented =Height

each day ... .. etc = Weight

|—_ = Timme ... etc




[Presentation Methods of Data ]

Presentation Methods of Data

A
| |
— Graphical Methods Tabuled Methods
e Barcharts e Frequency distributivetable
e Histogram e R. frequencydistributiontable
_| | ® Peicharts e P. frequency distributiontable
e Box-Plot e A, Cumulative Frequency table
e Frequency Curve e D. Cumulative Frequency table
e Broken Line




[For examples of graphical Methods ]

Figure 1: Bar Chart of Subjects in = =
Treatment Groups Flgure 2: Pie Chart of
20 Subjects in Treatment Groups
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Measurement System

Measurement Scales

‘ Qualitative | Quantitative
.
|| Nominal i| ‘ Ordinal | I| Interval |




Measurement System

Measurement scale of qualitative

A
| \
Nominal level Ordinal level
e Use only for classification e Use to classifies and order
without order data in categories.
e The operations(+,-,%, /) e The operations (+,-,*, /) have

have not meaningful not meaningful

e The variablesare text not .
— e For example, education level
numbers. May be take

values but the operation
on it not meaningful.
e For e}(ample: gender, greater or less. Grad of

names, cases numbers etc. course (A,B,C,D), rating of

(low, moderate, high). Can

be compared for equality, or

scale.




Measurement System

Measurement Scale of Quantitative

A
( )

Interval Ratio
level

level

possesses all the
characteristics of interval
and there exist a true zero.

For example: Fﬂl.. examplle: .
Temperature & Height , Weight, Time,

IiRLLest. - ot Salary , Age ...etc

ranks data and precise
differences between units of
measure do exist .however
there 1s no meaningful zero.




Measurement System

Measurement scale of quantitative

A

|

— Interval level

e Values of the variable are
ordered as in Ordinal,

e differences between units
do exist.

e however, the scale is not
absolutely fixed.

e For example, Calendar
dates and temperatures.

e Zero here has a relative

meaning only.

I

Ratio level

e Her variablestake all

properties of pervious level

scales plus Zero here is real,

Also, all variablestake

numerical values e.g. age,

weight, size. In addition, all
*

operations (+,-,%, /) have
meaningful.

e The ratiois the highest level

of measurement.




Methods of Data collection

Data collection

\
( \

Observational
1 Survey and Experimental Sample
e Telephone surveys Random sample
N ¢ Mailed questionnaire surveys Systematic sample
e Personal interview, ..etc stratified sample
- Cluster sample




Some Types of Samples

Some Sampling Techniques

|

l !
Random Stratified
sampling sampling

W

Systematic

- sampling
A

Cluster
sampling




® Random sample:

are selected by using chance methods or random numbers.

For example
|

e Random Numbers

79 41 71 93 60 35 04 67 96 01 79 10 86
26 52 53 13 43 50 92 09 87 21 B3 75 17
18 13 41 30 56 20 37 74 49 56 45 46 83
19 82 02 69 34 Z7 77 34 24 93 16 77 00
14 > 44 30 93 76 32 13 55 29 49 30 77
29 aAz I8 50 06 33 15 79 50 28 50 45 45
01 27 92 67 93 31 o7 55 29 21 64 27 29
55 75 65 68 65 T3 07 95 66 43 43 92 16
84 95 95 96 62 30 91 64 74 83 47 89 71
62 62 21 37 82 62 19 44 08 64 34 50 11
66 37 28 69 13 99 74 31 58 19 47 66 89
48 13 69 97 29 01 75 58 05 40 40 18 29
o4 31 73 19 75 76 33 18 05 =K 04 51 41
00 06 53 98 O1 55 08 38 49 42 10 b 38
46 16 41 27 B0 15 28 01 64 27 B9 03 5. ¢
77 49 85 95 62 93 25 39 63 74 54 852 85
81 96 43 27 39 53 85 61 12 90 67 96 02
40 46 15 73 23 75 96 68 13 99 49 64 11

Q: Select random sample of 15 subjects out of 85 subjects:

=12 27.75.62.57,15,351.06,; 16,49, 46,71, 53,41.02




e Systematic sample
are obtained by numbering each element in the population and
then selecting the k" value. For example,




e Stratified sample: are selected by dividing the population into
groups (strata) according to some characteristic and then
taking samples from each group. For example,

A researcher select a random sample from each gender
to check their blood pressure




* Cluster sample
are selected by dividing the population into groups and then
taking samples of the groups. For example,

Randomly
selected 4
clusters

Randomly
selected 2
clusters

it
UG
AL




Functions of Biostatistics:

Functions of Statistics:

« It presents facts in a definite form.
-« T+ simplifies mass of figures.

« Tt facilitates comparison.

« It helps in formulating and testing of
hypothesis.

Tt helps in prediction.

It helps in the formulation of suitable
policies.




Role of statisticians

To guide the design of an experiment
or survey prior to data collection.

To analyze data using proper
statistical procedures and techniques.

To present and interpret the results to
researchers and other decision makers




Some Types of studies:

Types of Studies

A
Fa A
Observational Experimental
Study Study

The researcher merely observes
what 1s happening or what has
happened 1n the past and tries to
draw conclusions based on these

observations.

For example:

~ people who sleep 8 hours report
better health.

~ A researcher counts the number of

eople living in each house 1n
rti street .

The researcher manipulates one
ot the variables and tries to
determine how the manmipulation
influences other variables.

For examples:

~ Patients were randomly assigned to
two groups was given drug A and the
other group was given drug B to
determine if the dirug has an effect on
patient’s blood pressure.

~ An Instructor has Three Teaching
method .he want to apply a best
method bv seeing stidents erades.




Variables of study:

For example

Independent temperature of exXercise
water
Dependent time to cook an health
cgg

Note :Statistical studies usually include one or more
independent variables and one dependent variable.




Variables of study:

Any Experiment has 2 Variables

A
[ \

Independent Variable Dependent Variable
or or
Explanatory Variable Outcome Variable
(or mput) variable 1s the one that 1s the resultant variable

1s being manipulated by the
researcher.




Experimental study:

Types of group

A
[ )

Treatment Group

Control Group

The group that received the The group that dose not received
special mstruction . the special mstruction.




Some Statistical Data Analysis Software

]
The Best Statistical Software tools:

IBM SPSS Statistics
SAS/STAT

Stata

Minitab

Graph Pad Prism
SmartPLS




Lecture 2. Linear Correlation

Introduction:

Today, we'll explore the concept of linear correlation, an essential statistical
tool used to measure the strength and direction of the linear relationship
between two continuous variables. In biostatistics, understanding the
relationship between variables like blood pressure and age, or cholesterol

levels and body weight, can provide valuable insights into health outcomes.




1. What is Linear Correlation?

Linear correlation quantifies how much two variables change together. When

two variables tend to increase or decrease together, they are said to have a

positive correlation. If one variable tends to increase when the other

decreases, the correlation is negative,




Types of correlation

o Positive Correlation: As one variable increases, the other variable also

INCreases.

* Negative Correlation: As one variable increases, the other variable

decreases.

* No Correlation: There's no apparent relationship between the variables,




Correlation Coefficient

The strength and direction of a linear correlation are expressed by the

correlation coefficient (often denoted by 7).

* 7 ranges from-1to 1.

o r = ]indicates a perfect positive correlation.
e r = —]indicates a perfect negative correlation.

o 7 = ()indicates no linear correlation.




Formula for Pearson Correlation Coefficient (r):

The Pearson correlation coefficient is calculated using the following formula:

n(Zzy) - (Xz)(Zy)
v [nZz? — (Zz)% [nEy® - (By)?

T =

Where:

* 1 is the number of data points.

o 1 and y are the individual data points for the two variables/f N




Examples of Correlation

3. Example 1: Correlation between Age and Blood Pressure

Imagine we want to investigate the relationship between age and systolic
blood pressure. We collect data from a sample of patients and plot age on

the x-axis and systolic blood pressure on the y-axis.

o Ifwefindr = (.89, this indicates a strong positive correlation. As age

increases, systolic blood pressure also tends to increase.




Examples of Correlation

4. Example 2: Correlation between Exercise and Cholesterol Levels

Consider another example where we examine the relationship between the
amount of exercise (measured in hours per week) and cholesterol levels, If
r = —(.70, this suggests a strong negative correlation—more exercise is

associated with lower cholesterol levels.




Interpretation in Biostatistics

5. Interpretation in Biostatistics:

In biostatistics, linear correlation helps to identify potential relationships between

biological variables. However, it's crucial to remember:

» Correlation does not imply causation. Even if two variables are strongly

correlated, it doesn’'t mean one causes the other.

* Qutliers can affect correlation. A few extreme values can significantly

influence the correlation coefficient.

* Only measures linear relationships. If the relationship between the variables

is nonlinear, the correlation coefficient may be misleading. a—




Application in Research

Biostatisticians often use linear correlation in epidemiological studlies to explore
associations between risk factors and health outcomes, or in clinical trials to

investigate the effect of treatments on health indicators.

For example, researchers may study the correlation between a new drug dosage
and the reduction in tumor size among patients. A strong negative correlation
could indicate that higher doses are associated with smaller tumors, leading to

further investigation.




Example: Correlation Between Age and Blood
Pressure

Individual

1

blood pressure. The data Is as follows:

Age (X)
25
30
35
40

45

Suppose we have data for five individuals on their age and corresponding systolic

Blood Pressure (Y)
120
122
125
130

135




Steps to Calculate the Correlation Coefficient

(r)

1. Calculate the sums:
22X =254+ 30+35+40+ 45 =175

XY =120+ 122 + 125 + 130 + 135 = 632

2. Calculate the sum of squares for each variable:
2X? = 25% + 30° + 35% + 40° + 45% = 625 + 900 + 1225 + 1600 +

YY? —120% + 1227 + 125% + 130% + 135% — 14400 + 14884 + 1562

3. Calculate the sum of the products of X and Y':

YXY = (25 x 120) + (30 x 122) + (35 x 125) | (40 x 130) | (45 :




Steps to Calculate the Correlation Coefficient

(r)

4. Use the formula to calculate r:

The Pearson correlation coefficient r is calculated as:

n(SXY) — (2X)(ZY)
VInEX?  (TX)?[[nZYZ - (ZY)?]

"]"":

Where:
e 7. — H (number of individuals)
e XX =175
« XY =632
« ¥X?=6375
« XY?=280034
« XY = 22310




Plug in the values we get:

5(22310) — (175)(632)

-
A/ 5(6375) — 1752][5(80034) — 6322]

Simplifying:
111550 — 110600

r —

v/ [31875 — 30625][400170 — 399424
950
A/ [1250][746]
950
932500

950
965.13

r = (0.9844

o —




Interpretation

|
The correlation coefficient r ~ (09844 indicates a very strong positive linear
relationship between age and blood pressure. This suggests that as age increases,

systolic blood pressure tends to increase as well.

This example demonstrates how to calculate and interpret the correlation
coefficient between age and blood pressure, providing insight into the strength

and direction of their relationship.




Conclusion

Linear correlation Is a fundamental concept in biostatistics that helps to
understand the relationships between variables. By interpreting the correlation
coefficient, researchers can gain insights into how two variables interact, providing

a foundation for further analysis and hypothesis testing.

Always remember to carefully interpret the correlation within the context of your

study and consider additional statistical analyses to confirm your findings.




Spearman's Rank Correlation Coefficient

Spearman’s rank correlation coefficient (often denoted as p or 7s) is a non-parametric measure of
the strength and direction of association between two ranked variables. Unlike Pearson's correlation,
which assumes that the variables are linearly related and normally distributed, Spearman’s
correlation does not require these assumptions. This makes it particularly useful in medical research

where the data may not meet the stringent requirements of parametric tests.

Key Features

e Non-parametric: Spearman’s correlation is suitable for both continuous and ordinal data.

e Rank-based: It evaluates the relationship based on the ranks of the data rather than the raw

data values.
e Range: The coefficient ranges from -1 to 1:
e 75 — l:Perfect positive correlation.

e 71y — —1: Perfect negative correlation.

e 7, — () No correlation.




Steps to Calculate Spearman's Rank Correlation

1.

Assign Ranks: Rank the data for each variable. If there are tied ranks (i.e,, the same value occurs

more than once), assign each value the average of the ranks they would have received.

Calculate the Difference: For each pair of observations, subtract the rank of one variable from

the rank of the other variable. Denote this difference as d;.

. Square the Differences: Square each difference [ci?}.

Sum the Squared Differences: Calculate the sum of the squared differences () d?}.
Apply the Formula:

63 d;

r.—1-— -
| n(n? —1)

where 1 is the number of pairs of observations,




Example;

Suppose you want to investigate the correlation between two variables: the severity of a symptom

and the age of patients. You have data for five patients;

Patient Symptom Severity (Rank)
A 2
B 4
C 3
D 1
E 5

MNow, sum the squared differences:

Y d=94141+049=20

Age (Rank)

5

3

Difference (d)

-3

1




Example

.
Apply the Spearman’s formula:

6 x 20 120
ry—=1- —— "~ — —

—~ — =0
5(52 — 1) 120

In this case, ry — 0 indicates that there is no apparent correlation between symptom severity and

age in this small sample.

Applications in Medicine

Spearman's rank correlation is widely used in medical research for scenarios like:

e Assessing the relationship between patient satisfaction scores and the number of visits to a

healthcare provider.

e Determining the association between the rank of a particular diagnostic test result and the

severity of a disease.

* Evaluating correlations between different ordinal scales, such as pain levels and response to




Thank you for all..
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